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Abstract

The development of processes and tools for ethical, trustworthy, and legal AI is only beginning. At the same time, legal
requirements are emerging in various jurisdictions, following a deluge of ethical guidelines. It is therefore key to explore
the necessary practices that must be adopted to ensure the quality of AI systems, mitigate their potential risks and enable
legal compliance. Ensuring that the potential negative impacts of AI on individuals, society, and the environment are
mitigated will depend on many factors, including the capacity to properly regulate its deployment and to mandate necessary
internal best practices along lifecycles. Regulatory frameworks must evolve from abstract requirements to providing concrete
operational mandates that enable better oversight mechanisms in the way AI systems operate, how they are developed, and
how they are deployed. In view of the above, this paper explores the necessary practices that can be adopted throughout a
comprehensive lifecycle audit as a key practice to ensure the quality of AI systems and enable the development of compliance
mechanisms. It also discusses novel governance tools that enable bridging the current operational gaps. Such gaps were
identified by interviewing experts, analysing adaptable tools and methodologies from the software engineering domain, and
by exploring the state of the art of auditing. The results present recommendations for novel tools and oversight mechanisms
for governing AI systems.

1 Introduction

AI systems are rapidly transforming many areas of
life with disruptive applications, such as the impres-
sive advancement of generative AI models like Chat-
GPT, a text-generating chatbot, or the text-to-image
generation provided by cascaded diffusion models
such as DALL·E [1]. At the same time, the head-
lines unveiling the unintended consequences of the
deployment of AI systems are constantly growing.
Ethical challenges with the deployment of AI systems
are not a new phenomenon and have been widely
recognised in the literature [2, 3, 4]. For instance, it
has been shown that Machine Learning (ML) systems
can produce predictions that disproportionately af-
fect vulnerable minorities, particularly in sensitive
contexts such as criminal justice, hiring, and health-
care; and contribute to the re-enforcement of the
structural bias already present in society [5, 6, 7, 8].

A recent example that highlights why some ML
models can produce harm when deployed is pro-
vided by the analysis of the Stability AI releases
of models comparable to DALL·E. Through reverse-
engineering these open-source implementations, not
only could the safety filters be bypassed but it was
shown that these safety mechanisms were limited to
a handful of criteria and overlooked a large part of
the potential source of danger[9]. These findings dis-
play how the lack of documentation has prevented
developers to access sufficient information for ex-
ante mitigation measures, to properly understand
and detect the safety risks [9]. Another example of

deployment of controversial systems without prop-
erly assessing their potential impact, is the use of
COMPAS, the algorithm has been shown to dispro-
portionally predict high-risk scores of recidivism for
African-American defendants, resulting in high false
positive rates, whilst giving white defendants lower
scores for similar cases, in turn resulting in high
false negatives rates for the white population [10, 11].
Moreover, research has unveiled the inter-sectional
accuracy disparities of commercial gender classifiers
[6]. Such results demonstrate the alarming conse-
quences of deploying face recognition systems in
sensitive contexts such as law enforcement. In the
domain of healthcare, an algorithm was less likely to
refer African-American patients, who were equally
sick, to programs to receive improved care due to
complex medical needs [12, 13].

The issues mentioned above expose the absence
of proper oversight mechanisms internally to test
the systems before deployment, as well as external
mechanisms, such as regulations, certification, and
third-party auditing to enforce and mandate better
practices on the companies developing such systems.
Policy interventions seem therefore necessary, to en-
force accountability mechanisms that could prevent
the problematic consequences of the deployment of
AI. To address such concerns, regulatory proposals
have started to emerge around the world, such as the
horizontal approach adopted by the European Union
(EU) for the proposal for an AI regulation (AI Act)
[14], the Bills proposed by the Canadian Government
[15]. Moreover, the vertical approach adopted by the
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Chinese government, where specific applications of
AI are subject to regulatory requirements when de-
ployed in certain contexts has been proposed, such
as recommendation systems or generative AI models
[16]. Whereas other governments around the world
have been signaling their intent to endeavor into AI
regulation, such as the Blueprint on an AI Bill of
Rights, published by the White House [17]. Whilst
the policy landscape around the world is rapidly
evolving, the issues emerging with the deployment
of AI are also increasing. This paper shows that the
current governance landscape is inadequate to ad-
dress all the challenges throughout the lifecycle of
AI systems. Hence, regulation will not be enough.
Ensuring that AI contributes to humans and the en-
vironment’s well-being will depend on many factors
such as the capacity to properly regulate its deploy-
ment, but also, by mandating necessary internal best
practices along its lifecycle.

This paper aims, in particular, to identify the cur-
rent operational gaps emerging from the horizontal
approach adopted by the European Union. The pro-
posed horizontal regulatory framework will target all
AI systems across all sectors, which will be subject
to the same set of risk-assessment criteria and legal
requirements. Although the AI Act is not final yet,
the current status of the regulation lays out four risk
categories and defines a broad set of requirements
for systems falling in each one [14]. The first cate-
gory concerns systems that pose an “unacceptable
risk”, such as social scoring, whose deployment is for-
bidden [14]. The systems falling into the “high-risk”
category are subject to a set of conformity assessment
requirements [14]. Whereas the systems in the “lim-
ited risk” category, such as chatbots, have to adhere
to a set of transparency requirements [14]. The fourth
category concerns systems that pose no risk or mini-
mal risk, which are subject to voluntary requirements
[14]. The current draft, however, does not contain op-
erational details on the necessary practices that could
enable the conformity assessment. Hence, the bur-
den of defining the specific compliance requirements
falls onto Europe´s main standardisation bodies [18].
Moreover, the horizontal approach could lead to legal
uncertainty, as many processes to provide oversight
on the systems must be adopted in the early stages
of the lifecycle.

Hence, this paper identifies a set of practices that
can be leveraged to decrease the burden on policy-
makers, standardisation bodies, and businesses to
enable compliance. On the one hand, businesses
need operational guidance in the meantime, for the
internal practices they must adopt, to enable the nec-
essary conformity assessment practices, as waiting
for the vertically oriented organisations to define the

details of the compliance requirements might lead to
significant compliance costs. As AI systems evolve
rapidly, it is necessary to adopt oversight mecha-
nisms in the early phases of their lifecycle to enable
conducting comprehensive conformity assessment
practices later on. On the other hand, policy-makers
need recommendations on novel governance tools
that can reduce the burden on them and the standard-
isation bodies in exploring the right methodologies
and practices for determining the necessary require-
ments for legal compliance. Moreover, the regulatory
landscape must move from abstract requirements to
provide concrete operational mandates that enable
better oversight mechanisms in the way AI systems
operate, how they are developed and deployed, to
disincentivise the accustomed “naive” approach that
some AI companies follow by releasing models into
the wild without proper adversarial testing and ac-
countability for the impact produced by their sys-
tems. Although it is the purpose of legislation, to
be formulated in a way that enables adaptable legal
oversight on evolving technologies. Providing op-
erational guidance can contribute to incentivise the
adoption of the right measures internally and there-
fore foster the third-party oversight ecosystem. The
motivation for this study is to understand the prac-
tices that must be adopted by developers to prevent
such outcomes as well as the governance measures
that have to be implemented to enforce the adoption
of such practices. Hence, this research explores the
necessary practices that can be adopted throughout
a comprehensive lifecycle audit as well as the paral-
lel novel governance tools that enable bridging the
current operational gaps in the existing regulatory
approach of the European Union.

A significant amount of research has been de-
voted to crafting ethical guidelines for practitioners,
to guide their development of AI systems [19, 20,
21]. Nonetheless, the research on the practices that
must be mandated by the regulation and required for
compliance with standards is missing, leaving prac-
titioners with significant legal uncertainty on what
to adopt internally to comply with upcoming regu-
latory requirements. Such research is fundamental,
as the ever-evolving nature of AI systems requires
a set of oversight mechanisms that must be estab-
lished and adopted throughout the lifecycle from the
early design phases to the post-market monitoring.
Hence, regulation will not be enough if the opera-
tional guidance on practices that public institutions
must mandate or delegate to the private sector is
missing. Investigating such gaps is fundamental, as
the development of ethical AI systems is not merely
a technical – ethical problem that requires only “tech
ethics” solutions, but it concerns the complex dis-
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tribution of power throughout the ecosystems [22].
There is a multitude of literature focusing on fair-
ness [23, 24], transparency and explainability [25, 26],
accountability [27, 7, 28], privacy and many other
principles around the development of ethical AI [29,
30]. However, this paper will focus on the gaps re-
straining the translation of ethical principles, guide-
lines, and legal requirements into actionable prac-
tices. In order to tackle such a challenging topic,
this research investigates the state-of-the-art research
on practices that have been established in other in-
dustries, such as software engineering, aviation, and
finance that could be leveraged for AI.

2 Related work

We begin with an overview of the current landscape
of practices and methodologies that can be leveraged
to address the gaps between the abstract legal and
ethical requirements and the methods and tools that
AI practitioners must adopt to develop ethical and
trustworthy systems. This encompasses traditional
software methodologies as well as documentation
practices for AI systems. We put a particular em-
phasis on AI algorithmic auditing, as it could be a
promising future direction for translating the widely
debated principles of legal and ethical AI into ac-
tionable measures. Auditing enables the evaluation
of a system against a determined set of criteria and
standards, that could enable the exchange of relevant
information about its performance, and provide rec-
ommendations on how to improve it [31]. Therefore,
auditing could be a key practice to enable the confor-
mity assessment required by the current draft of the
AI Act.

2.1 Software Engineering Practices

As ML systems are increasingly being deployed at
large-scale, practices drawn from the software engi-
neering field that ensure compliance with the law
and ethical standards have also been investigated
[32, 33]. Looking at the software engineering field
can provide insights into the essential technical chal-
lenges that arise as organisations develop large-scale
AI solutions, such as keeping the systems robust
and secure, as well as the adoption of quality as-
surance practices [34, 33]. Similarly to the field of
AI, software engineering requires necessary mainte-
nance and evolution practices that carry enormous
costs and implementation challenges [35, 36]. The
practices, such as bug bounties, audit trails, incident
analysis and red team exercises, conducted in soft-
ware engineering, can provide concrete methods to
enable AI developers to assess the performance of the

system as well as enabling to gain trustworthiness
[37, 38, 33, 39, 40, 41]. One of the biggest challenges
is to address unknown concerns by analysing the
domain of deployment and the limitations or risks
that could be potentially exploited by actors with
malicious intentions [33].

For instance, red team exercises are often deployed
within the industry to address antitrust and cyberse-
curity concerns and mitigate the potential misuse of
the software, as well as, its vulnerabilities [37, 42]. A
red team consists of members outside the organisa-
tion that stage adversarial attacks on the system to
attempt unveiling its vulnerabilities or resilience [33].
Audit trails are another fundamental practice that can
clarify accountability, by recording who was respon-
sible for what, and at which stage [32, 43]. Moreover,
audit trails can record the history of the develop-
ment of an AI system and provide an overview of
the important processes that were taken to develop
the system, and keep track of the failures registered
in the pipeline [32].

Bias and safety bounties are an established prac-
tice in software engineering to analyse potential risks
and vulnerabilities that might have been overlooked,
in the development phase, but necessarily need to
be addressed before deployment [37, 33, 44]. The
mechanism consists of financially rewarding security
experts, upon the exposure of the vulnerabilities of
the system, to enable the company to address such
risks, before encountering compliance costs [37, 33].
In conclusion, researchers can benefit from having
access to databases, and recording AI incidents that
can expose the potential relation, between the deploy-
ment of certain systems and the contexts, nonethe-
less, reputations concerns and competitive pressures
play a significant role in disincentivising such prac-
tices and result in a classic “collective action problem
scenario” [45]. However, such software engineer-
ing practices can only be helpful to address certain
phases of the pipeline of the lifecycle model of an
AI system. Whilst for software systems individual
components can be carefully tested, reviewed, and
monitored, it is very difficult to handle AI compo-
nents as distinct modules[33]. AI systems operate in
a complex entanglement of chips, software develop-
ment tools, large amounts of training data, extensive
code libraries, and many deployment cases where
validation and verification must be adapted, and all
these may change on a daily base [32, 34, 46].

2.2 Documentation Practices

Emerging guidelines have addressed documentation
practices for certain features and particular steps
along the pipeline of an ML model such as model
cards and datasheets [47, 48]. Model cards are a
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framework that provides a transparent method for
reporting the performance characteristics of an ML
model [47]. Such documentation provides the details
of the benchmarks on which a model was trained,
such as the different cultural, demographic, and
phenotypic backgrounds and the respective intersec-
tional groups (age, gender, Fitzpatrick skin type) [47].
Moreover, model cards are essential in disclosing the
exact intended purpose and context of the deploy-
ment of a model [47]. As ML models are typically
evaluated against fixed datasets, documentation prac-
tices such as datasheets can enable understanding
the characteristics of that evaluation [48]. Datasheets
are inspired by the standardised forms of informa-
tion sharing and rigorous testing, established in the
electronic hardware industry, to enable the overview
of the components performances under different test
conditions [48]. Hence, datasheets can provide de-
tails on the tests that have been conducted on the
dataset, the recommended use of it, and the respec-
tive regulations governing its use [48]. By analysing
such information, practitioners are guided in under-
standing whether the data is equally representative
of the populations and therefore if its fit for purpose,
and which scenarios should be avoided [48]. How-
ever, documenting large datasets for AI systems is
not trivial, as they are regularly or continuously up-
dated and therefore present challenges that are hard
to tackle with the current state-of-the-art technology
of code repositories [40].

Analogous to a supplier’s declaration of confor-
mity (SDoC) which provides information on how
a product conforms to the technical standards or
regulations enforced in the country it is deployed,
Factsheets have been adopted, to present a compre-
hensive documentation framework [49, 50]. Such doc-
umentation aims to record the practices conducted in
the development of an AI model as well as disclosing
the exact intended purpose of an AI system, to in-
crease the consumer’s trust, as well as addressing the
potential ethical concerns emerging in this phase [49,
50].

Another important documentation practice is the
collection of incidents. For instance, the AIAAIC
Repository, developed by Charlie Pownall is an in-
dependent open library that collects incidents and
controversies emerging from the deployment of AI
systems since 20121. The incident database can pro-
vide practitioners the oversight of the potential issues
they might be dealing with based on their domain.
Such practices can become part of a lifecycle audit
process by enabling the development of evidence and
logging the necessary information for auditors.

1 AIAAIC Repository: www.aiaaic.org

2.3 Auditing Methodologies

Algorithmic auditing of ML systems has gained con-
siderable recognition as an opportunity to harness
the potential of ML models, as well as detect and
mitigate the problematic patterns and consequences
of their deployment in sensitive decision-making con-
texts [51, 52, 53]. Auditing is not new and has signifi-
cantly contributed to promoting accountability and
consistency in other highly-regulated industries such
as finance and air mobility [33, 32]. Advancing the
research on the application of such methodologies
to AI, in parallel to governance tools, can enable to
hold the organisations that develop and deploy AI
accountable, by addressing risks through the imple-
mentation of control and oversight mechanisms [54,
52, 55]. However, in spite of the increased aware-
ness of the worthwhile endeavour of researching in
the field of algorithmic auditing, audit practices re-
main under-standardised and poorly investigated
[31]. Hence, clearly defining audits is necessary to
create alignment between the relevant practices; it
also enables audits to give a more comprehensive
picture of a system and avoid the so-called "ethics
washing" phenomenon, where companies can hide
the controversial impact of their AI systems behind
an auditor’s compliance stamp [56]. Auditing is a
process that can unveil whether an organisation’s
past or present behaviour is aligned with the relevant
principles, standards, and regulations [33]. It is con-
sidered one of the major mechanisms for supporting
verifiable claims and converging towards trustwor-
thy machine learning systems, by providing a stage
for third parties to verify claims of the practices con-
ducted by organisations to develop AI [33]. Auditing
can be conducted in various ways, it can be an in-
ternal process conducted by internal teams of the
companies developing an AI model (first-party audit-
ing), it can be conducted by contractors (second-party
audits), or by an independent entity with no contrac-
tual agreement with the developing company with
a consequent public disclosure of the results (third-
party auditing), or even by an external body with
sanctioning power provided by the government [33,
31].

Mechanisms similar to auditing are conducted in
other industries to ensure the trustworthiness of the
product by independent oversight, such as account-
ing firms that conduct external audits, insurance
companies that compensate for failures or consumer
advocacy groups that give a seal of approval to a
product or a service [32]. For instance, in the finan-
cial sector, several methodologies have been globally
established to enable third-party auditing, such as the
International Financial Reporting Standards (IFRS)
[57]. Moreover, safety-critical industries rely on ro-
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bust practices to assess the performance of systems
such as the aerospace and aviation industries, nuclear
energy, and healthcare, heavily rely on standardised
practices and internal audits to maintain a required
level of quality [7, 58, 32]. In the aviation industry,
practices such as flight data recorders (FDR), have
contributed to making civil aviation safer by provid-
ing a clear overview of the design of the products that
operate in safety-critical domains [32, 38]. Such prac-
tices are fundamental in understanding crashes, by
recording the right actions that prevented an accident
and therefore by providing essential information on
best practices [32].

A major contribution towards defining what audit-
ing means for ML systems was proposed by [7]. The
authors proposed a comprehensive framework for
internal auditing to enable proactive interventions
within the organisation for impact assessment [7].
The research tackles the practices necessary along the
pipeline of an ML model to record important design
decisions and to identify the causal relationship be-
tween such decisions and the risks that might emerge
and relate to ethical failures [7]. This process allows
the developers to detect the potential unintended
consequences before the deployment [7].

2.4 Toolkits

Auditing AI is often seen through the lens of a sin-
gle ethical concern, such as discrimination and bias
or privacy concerns. To enable translating ethical
principles into practice, several toolkits have been
designed by academic institutions or private organ-
isations. Hence, a number of auditing tools and
frameworks tackle specific areas, e.g. diversity, bias
in datasets [59, 60, 61] or explainability [62, 63, 60]
have been developed. Moreover, open-source soft-
ware frameworks have been proposed, to enable the
analysis of fairness metrics and manage trade-offs
between fairness and optimal model performance [64,
65]. To address the gaps that are caused by a focus
on technical solutions to provide algorithmic equity,
tools such as the Algorithmic Equity Toolkit can pro-
mote awareness to users of the impact that automated
decision-making systems can have on their commu-
nities [66]. Moreover, the Model Card Authoring
Toolkit enables community members to understand,
whether ML models operate in alignment with their
collective values [67].

Nonetheless, the practices analysed above must be
included in a continuous auditing procedure to avoid
a “reductionist” understanding of auditing that must
encompass all the necessary oversight mechanisms
throughout the lifecycle of technologies.

3 Methodology

Working at the intersection of the fields of computer
science, software engineering, political science, and
jurisprudence required to adopt a research method-
ology that allows understanding the asymmetries
present between the regulatory requirements and the
actual real-world issues that developers face to en-
able conformity assessment throughout the lifecycle
of their technology as well as the practices conducted
on auditing that enable compliance with the upcom-
ing AI Act. To address the research objectives of
this study, a qualitative analysis has been selected
by conducting semi-structured interviews, with ex-
perts working at the novel research intersection of
algorithmic auditing and compliance with the up-
coming regulation. Table 1 provides an overview of
the interview candidates. Through these interviews,
novel solutions emerged to bridge the existing gaps
between the legal and technical expertise needed to
address such research. We choose semi-structured in-
terviews, to fulfill the research objective of this thesis,
as they offer a good balance by allowing to ask open-
ended questions that do not restrict the interviewee’s
opinions and answers on a topic [68].

The interviews were processed through a framework
analysis, a methodology drawing from several meth-
ods of qualitative research to provide targeted an-
swers about specific populations and issues, with the
aim of applying its findings to policy and practice [69,
70, 71]. Framework analysis is an inherently compara-
tive form of thematic analysis that enabled the organ-
ised structure of inductively and deductively derived
themes for conducting a cross-sectional analysis with
a combination of data description and abstraction
[71]. It enables the identification, description, and
interpretation of key patterns within the topic or phe-
nomenon of interest [72, 73]. More details about the
specific steps of the framework analysis conducted in
this paper can be found in appendix A.2. Under this
framework, we drew the relationships between the
different parts of the data and drew explanatory con-
clusions clustered around key themes. These insights
are commonly hard to retrieve as both the regulation
and the ecosystem of algorithmic auditing are still
under development. Many of the interviewed experts
have not yet published research on this topic, others
work within companies to understand how to trans-
late legal requirements into compliance strategies,
which is information that is not publicly available.
Other experts, are currently developing new method-
ologies for algorithmic auditing within academia and
have not yet tested them in practice. Therefore, by
interviewing such a diverse set of experts we were
able to retrieve interesting results to answer our re-
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search questions and explore the practices that can
be leveraged or must be developed to address the
gaps at the intersection of algorithmic auditing and
compliance with the AI Act.

4 Analysis: Key Findings

Following the methodology above, we conducted
a qualitative analysis of the concerns raised by the
interviewees and we identified four common key
themes that emerged.

4.1 Key Theme 1: State of the Art best
Practices

The first theme that emerged through the analysis
concerns the practices that the relevant stakehold-
ers are already adopting or exploring. The experts
revealed the best methodologies that attempt at trans-
lating the ethical and legal requirements into action-
able measures; and gave an overview of what is miss-
ing that could be adopted. An important practice that
emerged is the “leveraging of the testing methodolo-
gies, already established in the software engineering
domain, to ensure that errors are identified before de-
ployment” (Candidate 5). Among the testing method-
ologies that could be adapted to AI are “red team
testing methodologies from the field of penetration
testing” (Candidate 3). Looking at the start-up world,
however:

There are a couple of providers, if I talk to
them I don’t have the feeling actually that
they exactly know what to test or how to
test for standardisation and that’s exactly
the reason right I mean that nobody will
know because standardisation is not there
yet. (Candidate 8)

The findings show the experts’ efforts into under-
standing how to “achieve transparency and explain-
ability, whilst preserving intellectual property for AI,
by following the procedures established by patent
law” (Candidate 1). Another best practice is “corpo-
rate social responsibility” and the necessity to adopt
better oversight mechanisms for corporate respon-
sibility as “it is problematic to translate them into
a legal requirement” (Candidate 2). Moreover, ac-
countability is a key practice “to define roles and
obligations for all relevant stakeholders” (Candidate
5), and “further to comply with the upcoming regu-
lation” (Candidate 6).

4.2 Key Theme 2: Operational Issues in
the AI Act

Most interviewees agreed that one of the current
biggest challenges around regulating AI is to opera-
tionalise the legal requirements of the AI Act. It must
be noted that the interviews were conducted before
December 6th, 2022, when the Council of Europe
published an updated, compromised version of the
AI Act. Such reformulation should deliver sufficient
information to distinguish software systems from AI
systems2. Nonetheless, many of the recommenda-
tions delineated by the experts are still relevant, such
as “solving the enforcement issues and making the
intersection with other legislation clearer”, the “risk
of becoming a check-list legislation”, and the “lack
of technical expertise in the EU jurisdictions”. Five
candidates expressed that practitioners are experienc-
ing doubts due to the current grey zones emerging
from the unclear language around risk-classification
of the AI Act (Candidates 3, 4, 5, 6, 8). Another
important issue is the “intersection with other leg-
islations such as consumer law, I think that when
you are integrating AI into a variety of other prod-
ucts or services, you will be confronted with double
obligations” (Candidate 1). It is increasingly funda-
mental to understand “who is my opposing part in
this regulation right? I mean who’s the authority
that regulates me? Who is the authority I should
give the information to?” (Candidate 8). Through-
out the interviews, the lack of technical expertise in
public institutions has been a clear recurring theme.
The interviewees expressed how this “uneven distri-
bution of talent among the relevant stakeholders is
creating the current operational gaps one finds in the
proposal” (Candidate 2). One of the main identified
causes related to the lack of such expertise in the Eu-
ropean jurisdiction is the competitive salaries offered
by big tech companies (Candidates 2, 4, 5). However,
one interviewee mentioned that “you can reach out
to the commission and you do find people who are
open to listen to you. So the question is, do they then
in turn have an impact on the organisation?” (Candi-
date 9). Hence, it is rather an issue regarding making
sure that technical expertise does not have a marginal
impact on the inclusion of operational guidance in
the legislation. One solution to address the lack of
technical expertise could be to “ introduce a body of
advisory body, not only consisting of officials, like
the European data protection board. It’s comprised
of just representatives of the authorities, but there’s
nobody from corporations in there.” (Candidate 9).
Another related theme that emerged through the in-

2 For more information, read the European Council’s Compro-
mised text, online at: https://data.consilium.europa.eu/
doc/document/ST-14954-2022-INIT/en/pdf
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Table 1: Interview Candidates

Candidate ID Role Organisation Background

1 Researcher Academia Law
2 Researcher Academia Law
3 Researcher Academia Computer Science
4 Team Lead SME Engineering
5 Tech and Regulatory Affair Counsel Startup Law
6 Manager Multinational Computational Linguistics
7 Researcher Academia Information Assurance
8 Founder/Board Member Startup Law
9 Chief Privacy Officer Multinational Law

10 Data Strategy Principal Multinational Engineering

terviews is “the need to address technical issues with
appropriate technical language to guide practitioners”
(Candidate 6).

4.3 Key Theme 3: Leveraging Technically
Feasible Practices

The third theme identified the necessary internal
practices that companies must adopt and further de-
velop in order to audit their systems as well as to
comply with the AI Act. Auditing emerged through
most interviews as a key established methodology
that “will be at the core of compliance with the AI
Act” (Candidate 5) and that can address the current
issues of understanding the impact of the systems
through the development phase. Leveraging estab-
lished documentation practices such as “model cards”
and “datasheets” was a recurring topic throughout
the interviews (Candidates 4, 5, 7). The establish-
ment of these practices would “enable better over-
sight mechanisms on the market as well as create
a kind of economic incentive for market actors to
improve the quality of documentation of existing
practices in order to comply with the AI Act” (Can-
didate 5). Another important topic that emerged
through two interviews is the “necessity of establish-
ing assurance practices” (Candidate 3), which are
“methodologies to improve oversight mechanisms by
verifying the validity of the claims made” (Candi-
dates 3, 7). Assurance practices provide a framework
to conduct “controls to ensure a certain technology
does not produce wrong results” (Candidate 7). For
instance, claiming that a system is transparent needs
to be validated by an auditor based on evidence “that
there is a documentation for non-expert users.” (Can-
didate 3). Moreover, developing methodologies to
assess data quality emerged throughout three inter-
views. An interviewee suggested that a “solution
could be to apply to data the same regulations and
requirements that are enacted in the supply chain
to disincentivise the development of practices that

explore how the data was sourced, similarly to what
happens in the trade of raw materials” (Candidate
2). Data quality practices for instance should not
merely cover the statistical properties of the training
sets but also “guarantee that no infringements to hu-
man rights were conducted in the sourcing phase”
(Candidate 2). An important gap that the interviews
identified is the lack of cooperation between the rel-
evant stakeholders in AI systems; there is a lack of
interdisciplinarity, both in research and jurisdiction
(Candidates 1, 2, 4, 5, 6, 9, 10). The development and
deployment of AI is “a multi-stakeholder subject, so
one needs somebody who knows about these legal
issues and how to translate them” into requirements
for an AI product, this person should also know how
legal departments work” (Candidate 6). Another
interview candidate explained the necessity to: “I
guess it would be good to reshape the organisation
that every team has then one legal guy as an interface
expert. In order to have the linkage in each team to all
of these different regulations.” (Candidate 10) Finally,
one interview highlighted the “necessity of apply-
ing tools implemented at a system level” (Candidate
6). In general software systems, part of the quality
assessment practices is implemented at the system
level, documentation is mostly generated automati-
cally from code, tests are executed by the Continuous
Integration system, and versioning is an integral part
of the daily work, to give a few examples.

4.4 Key Theme 4: Governance Tools and
Novel Policy-Making Solutions

The fourth theme explored the relevance and the
experts’ knowledge on the new regulatory instru-
ments, to support the effectiveness of the AI Act.
Practices such as policy-prototyping, regulatory sand-
boxes, standards, and certification were analysed to
unveil the practices that policymakers must explore
to address such gaps and provide better operational
guidance through legislation. One of the main gover-
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nance tools needed is harmonised standards, which
could help to solve the grey zones in understanding
the regulatory requirements and the current need to
go through a third-party assessment to access the
market. Certification emerged throughout four inter-
views as fundamental in improving the ecosystem
(Candidates 1, 3, 4, 5). Certifications “enable compa-
nies to cooperate with experts, that can guide them
to internally adopt the measures that will enable
compliance with standards and norms” (Candidate
4).

Nonetheless, the field would only benefit from the
development of accredited certification:

It depends on what kind of certification
you’re talking about. I can give you a certifi-
cate. It has no worth at all, but I can certify
what I want. But, if we talk about accred-
ited certification, there’s a clear procedure
for that. That’s one body in each country
that is allowed to provide accredited cer-
tification. It’s also allowed to certify other
companies that can perform accredited certi-
fication. But, accredited certification means
there are very well-specified rules, things to
look into, processes, and so on. We do not
have any of these. (Candidate 3)

Policy prototyping emerged through three inter-
views as a novel policy-making tool that can address
the operational gaps of the AI Act and help poli-
cymakers adapt legal requirements, given the fast-
evolving pace of AI systems (Candidates 1, 2, 5).
It enables experimentation with a potential rule to
understand how it can be applied and what method-
ologies must be implemented for compliance (Candi-
dates 1, 2, 5). One point that was raised by one expert
is “the importance of the whistle-blower acts and to
enable better oversight mechanisms by incentivis-
ing companies to adopt compliance methodologies”
(Candidate 2). Moreover, regulatory sandboxes have
emerged through four interviews as an interesting
policy-making tool to experiment with regulation
and understand how to operationalise the legal re-
quirements (Candidates 1, 2, 4, 5).

The regulator or the authority creates some
kind of a very practical interface, where
both the market and public authorities, are
able to engage in a very dynamic, or even
testing approach way. So basically what we
are doing with this is to optimise communi-
cation channels between the market and the
regulator and therefore create, in the long
run, a more dynamic flow, when it comes to
regulatory adaptation. (Candidate 5)

Digital Hubs, an environment where collaboration
can take place to support the market’s compliance
challenges with the AI Act, emerged through one in-
terview as a solution to enable forming public-private
partnerships that could overcome all the shortcom-
ings, of the lack of resources of public institutions.
“I would suggest more something like digital hubs,
where you can have them in, I mean, some of them
are already forming as public-private partnerships in
a way” (Candidate 2).

5 Discussion

A significant amount of current research has been
devoted to analysing the shortcomings of the AI
Act. However, the field necessitates more investi-
gation into the practices that can be leveraged to
comply with such legal requirements and that even-
tually have to be mandated by legislators for proof of
compliance. We identify the research on algorithmic
auditing as a worthwhile endeavour to understand
which practices must be conducted internally to pro-
duce oversight mechanisms along the lifecycle of an
AI system. Hence, the analysis enabled gaining an in-
depth overview of the necessary practices that must
be developed along the lifecycle of AI systems, as
well as the novel governance tools that can bridge the
current operational gap of the AI Act proposal.

The research unveiled the necessity of exploring
the intersection of algorithmic auditing and AI regu-
lation, as the field currently lacks operational prac-
tices that translate the legal requirements into ac-
tionable measures. The main finding of the research
was that both the regulation and auditing method-
ologies must focus on the set of practices that are
conducted throughout the lifecycle of an AI system
and determine its impact, instead of focusing on the
outcomes. Algorithmic auditing is still a nascent
research field, therefore the AI Act mentions that au-
dits cannot be mandated yet. Nonetheless, many of
the practices that the experts have explored during
the interviews overlap with auditing practices such
as testing methodologies, assurance practices, and
documentation throughout the lifecycle.

In spite of the importance of taking the necessary
measures to govern AI systems and the indispens-
ability of delivering a well-drafted regulation, such
top-down governance measures will not be enough
to address the current challenges in the ethical AI
ecosystem. Regulation is important but only when
it contains operational guidance, upon which stan-
dards can be drafted to support and guide the com-
pliance methodologies for practitioners. Moreover,
standards must be supported by the presence of effec-
tive third-party oversight mechanisms through exter-
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nal independent auditors and accredited certification
bodies. Hence, this paper investigates what practices
can be leveraged to fill the current gaps in the field
and advance research on the growing necessity to
develop effective auditing mechanisms that enable
the translation of legal requirements into actionable
measures.

Four major themes have been identified by our
research, overall to explain the necessary practices
that must be leveraged to address the gap at the
intersection of AI Auditing and regulation.

5.1 Lack of Holistic Methodologies

Many experts agreed that it is not necessary to re-
develop certification methods but rather to explore
the practices that have been established in other do-
mains such as software engineering or healthcare.
One of the most important practices that have been
discussed is testing. Testing has to become a funda-
mental part of developing AI systems, just as it is a
high percentage of developing software. The mindset
of AI practitioners has to shift from producing mod-
els that “work” to understanding how they should
work, in which contexts they can be deployed, and
what is the safe extent of their deployment. Adversar-
ial testing must be conducted before such systems en-
ter the market. This necessity becomes clear with the
current issues emerging with large language models
such as Meta’s Galactica, a tool for aiding scientific
writing, or Chat-GPT, a chatbot. In spite of the hype
generated by such models, several failures have been
registered, such as the inability to distinguish truth
from false claims when aiding scientific writing [74].
Such incidents are a consequence of the lack of ef-
fective oversight mechanisms, both to be internally
developed by the companies to assess the potential
impact of such systems throughout the lifecycle as
well as externally by enabling accountability for the
decisions made to develop such systems. However,
through the interviews, it emerged that in spite of
the awareness of the importance of testing, the tools
and methodologies are missing, meaning that even if
new providers are emerging on the market, it is not
clear if they know what they are doing, because of
the lack of standards and operational requirements
in the legislation that can serve as a benchmark of
what needs to be done to prove compliance.

The risks associated with the deployment of ML
models have been widely analysed and range from ro-
bustness issues due to private data leaks to providing
and spreading misinformation, or the manipulation
of users leading them to overestimate its capabili-
ties and use it unsafely [75]. Other industries do
not deploy products without a set of strict controls
and trials, such as the medical field. To enter the

market, systems have to comply with very strict re-
quirements. This mindset is not there for AI and
this must change. Testing is then connected to the
other practices that have been discussed, such as
transparency and explainability, to disclose the com-
panies’ decisions that determine the safe extent of the
deployment of AI systems. Moreover, the adoption
of testing and transparency can enable accountability
for users subject to systems and incentivise corporate
social responsibility. In spite of the relevance of such
practices, a common theme that emerged through the
interviews is the low adoption of tools and method-
ologies to operationalise such principles within the
company’s processes. In spite of the importance
of such practices, comprehensive methodologies for
auditing seem to be still under-investigated, which
contributes to confirming the hypothesis analysed in
this paper regarding the presence of gaps between
the practices that companies must adopt internally
and the practices and tools that enable compliance.

5.2 Necessity to Mandate Actionable
Practices

The second main theme that emerged was the neces-
sity of operational guidance in the legal requirements
of the AI Act. One of the main identified reasons
for the lack of actionable measures, as in the cur-
rent draft of the legislative proposal, is the lack of
technical expertise in the European Jurisdiction. Al-
though many technical experts were involved in the
drafting of the AI Act, their influence on the doc-
ument seems marginal. This is manifested in the
presence of repeated problematic terminology that
most interviewees pointed out, such as “error-free”
and “complete” data, and other examples where the
legal requirements do not reflect technically feasible
practices. The current compromised version of the
AI Act solved some of the problematic terminology
in response to the wide feedback received from prac-
titioners, nonetheless, the lack of technical expertise
in the public sector produces issues that go beyond
problematic terminology and effects.

In order to have well-drafted laws and standards,
the presence of expertise in translating technical mea-
sures and processes into legal requirements and stan-
dards is fundamental. Regulatory sandboxes, pol-
icy prototyping, and digital hubs enable a novel co-
operative environment between public and private
institutions and hence must be explored. These en-
vironments enable the development and collabora-
tion of the expertise that is necessary to address the
novel fields of algorithmic auditing and compliance
with AI regulation. Moreover, AI systems are not de-
ployed in a vacuum and are often utilised in several
highly-regulated industries such as healthcare and
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the automotive as well as critical infrastructure. This
leads to the need for clarifying the potential overlap
between the legal requirements of the AI Act and
other domain-specific regulations.

5.3 Infancy of AI Auditing Field

The third theme that was investigated is the neces-
sity of developing technically feasible practices to
enable bridging the gap between the legal require-
ments and the actionable measures that companies
must adopt internally to develop ethical, trustworthy
and compliant systems. All interviewees agreed on
the importance of moving from a theoretical ethical
debate to understanding the actionable measures that
enable the development of ethical systems that com-
ply with regulations. Various practices have been
considered fundamental, such as “auditing”, “assur-
ance mechanisms”, “data quality”. These practices
will be essential for translating legal requirements,
into actionable processes.

Nonetheless, further exploration and development
is necessary, as there are many gaps in the research
around these domains. The law requires technically
feasible actions, especially when comparing the AI
Act to the enforcement struggles that practitioners
experienced with GDPR, where many policies were
written and companies struggled to adopt them or
translate them into actionable practices. Such legal
uncertainty left the authorities with little capacity
to verify them. Moreover, the AI Act must find an
equilibrium between mandating technically feasible
measures and not setting lower requirements than
the practices that are actually feasible. However, in
spite of the identified relevance of auditing, the re-
sults show the novelty and under-investigation that
still characterises the field due to the lack of guid-
ance into a comprehensive audit methodology. The
practices suggested by the experts such as assurance
mechanisms, documentation, testing, and data qual-
ity methodologies are necessary to enable effective
audit mechanisms. Furthermore, such practices can
bridge the gap between the legal requirements and
the actionable measures necessary to prove compli-
ance. Established documentation practices such as
datasheets and model cards have been presented
as a fundamental tool to bridge the gaps between
the need for transparency and accountability and
the necessity of developing internal oversight mecha-
nisms for companies to log fundamental information
about the design processes. Therefore, the AI Act
could significantly contribute to the development of
such auditing mechanisms, due to the necessity to
adhere to the conformity assessment requirements.
Moreover, to improve the auditing ecosystem, novel
governance solutions are required such as accredited

certification for auditors that can certify the confor-
mity assessment practices, as well as standards that
define the compliance requirements.

5.4 Novel Governance Tools

The last theme that was studied was the necessity
of exploring novel policy-making tools to enable the
development of effective oversight mechanisms that
are hard to achieve with traditional top-down regula-
tory approaches. We argue that the lack of technical
expertise in public institutions needs to be balanced.
This can be done in collaborative environments for
co-regulation, where policies can be tested and eval-
uated. Such settings have been explored through
regulatory sandboxing and policy prototyping, as
well as by innovation hubs. These processes and
environments can further contribute to bridging the
operational gap between the legal requirements and
the best practices conducted by practitioners along
the lifecycle of the systems they develop.

Other important tools that have been emerging
are standards and certifications. However, standards
should be integrated into a certification scheme man-
dated by legislators that would create a balance be-
tween the regulatory oversight mechanisms and the
increasingly heated competition by ensuring mech-
anisms that incentivise the development of reliable,
ethical, and trustworthy systems. One of the most
important aspects that emerged is the importance
of European legislators mandating actionable mea-
sures through legally binding obligations to create
the necessary quality assurance practices that can be
specified in the harmonised standards and guide the
process for accredited certifications. Delegating reg-
ulatory powers to private bodies is problematic due
to the lack of democratic oversight mechanisms by
European legislative institutions, the scarce involve-
ment of all relevant stakeholders such as consumers,
and the current immunity of standards to judicial
control [76].

Hence, the European Union must delineate a clear
path for co-regulation, by subjecting the discussion of
fundamental ethical and legal decisions as well as the
relevant technical solutions to legislative procedures
and debates that are cooperatively shaped by all rele-
vant stakeholders, such as civil society, the industry,
academia, among many. One of the solutions is to
invest in significant in-house training of the technical
expertise within the governments to enable proper
independence instead of heavily relying on private
partners [77]. Moreover, the risk of low availability
of tech talent in public institutions and the poten-
tial issues of accessing sandboxing and digital hubs
for startups and SMEs could lead to the risk of re-
search and development monopoly from bigger tech
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corporations, which would further deepen the gaps
currently present on the market. There is a need for
an environment where the private sector and public
institutions cooperate in developing the best practices
for the development and deployment of ethical AI,
conducting research on auditing, and developing and
testing software and documentation tools throughout
the lifecycle. Furthermore, such cooperation has to
bring the interests of SMEs to the table, as they have
less access to such resources.

6 Limitations

There are significant constraints to the representa-
tiveness and accuracy of the findings. First of all,
conducting qualitative research through interviews
might lead to a sample bias that is not accurately rep-
resenting the whole population. Moreover, another
issue that emerged is the lack of statistical representa-
tiveness of the sample for the whole population, due
to the lack of expertise, working at the intersection
of legal and technical issues around AI. So sample
size is, as always, an issue. Our sample size can
well be not representative of a full population, for
which reason we decided to focus on key messages
rather than discuss statistics. So we compensated
by conducting a qualitative analysis based on the
framework approach, which of course may lead to
the bias of the inductive elements of the researchers’
interpretation. Another limitation is caused by the
necessity of conducting most of the interviews online
rather than in person. For a successful data collection
through qualitative interviews, an essential feature
is the ability of the interviewer to create a comfort-
able environment for the interviewee to express their
concerns and opinions (Warren, 2002). However, in-
terviewing online can potentially lead to the presence
of observer bias, by preventing some interviewees
from showing their real concerns, but rather saying
what they thought the interviewer was expecting
them to say.

7 Policy Recommendation

Based on the analysis conducted in this paper, this
section outlines three main policy recommendations
to bridge the current gaps between the lack of opera-
tional guidance in the AI Act draft, and the practices
that must be adopted along the AI lifecycle.

7.1 Mandating Audits through novel AI
Lifecycle models

The definition of auditing must change. Currently,
only the outcomes of an AI system are subjected to

auditing, however, to properly address the problem-
atic outcomes, the processes throughout the lifecycle
of an AI system must be audited. This is fundamen-
tal because fixing the issues before deployment will
be costly, and so will understanding what generated
the unintended outcome and re-collecting and label-
ing the data. The practices conducted in algorithmic
auditing that are currently delineated in the literature
often do not consider auditing a continuous process
but mainly as a practice that is conducted either for
certification or at the end of the development of an
AI system to check its performance via internal au-
diting or by hiring external auditors. Conducting
audits in a continuous collaboration can increase the
quality of the system and, at the same time, enable
compliance with the upcoming regulations for AI.
To further address the gaps identified in this paper,
further research must investigate the practices and
the software tools that should be adopted throughout
the lifecycle of AI systems, leading to the definition
of novel lifecycle models for AI systems, wherein
quality-assessments are more system and of which
auditing is an integral part.

7.2 Including technical expertise in public
institutions

Solving such a gap is essential to improve the gov-
ernance ecosystem of AI, as well as, addressing the
over-reliance of policymakers on private institutions
for understanding the measures that must be man-
dated by the regulation. Therefore, to prevent the
battle for talent, such collaboration must be carefully
designed, to decentivise the delegation of the draft-
ing of policies to private organisations aiming at their
own agenda. Hence, governments and public institu-
tions must support independent research to prevent
the monopoly on such topics of research from big
tech companies. Moreover, public institutions and
the European jurisdiction must invest in building
technical expertise internally, as well as, finding new
ways to attract tech talent and compete with big tech
salaries.

7.3 Developing the Infrastructure and
Tools for Accredited Certification and
harmonised Standards

Another topic that must be addressed is the neces-
sity for accredited certification and well-drafted stan-
dards that provide operational guidance on the inter-
nal practices to audit and effectively assess the impact
of AI systems. Unlike other highly-regulated indus-
tries, accreditation is still missing for AI and many
loopholes must be solved to understand, which bod-
ies will be responsible for such processes. Nonethe-
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less, to develop accreditation mechanisms the field
must advance, and more training and expertise have
to be built to address the challenges of developing
software and auditing mechanisms for complex data-
driven models. This is an issue affecting also the
standardisation of AI. Hence, due to the lack of op-
erational guidance in the AI Act, harmonised stan-
dards can guide practitioners understand the require-
ments for compliance and the practices that must be
adopted internally.

8 Conclusion

In this paper, the danger of over-reliance on regula-
tion and top-down governance mechanisms for AI is
demonstrated by analysing the current gaps that are
present in translating such legal requirements into
actionable measures.

The study identified a consensus on the need to
operationalise the legal requirement of the AI Act and
further develop an internal mechanism to understand
how systems operate and record all the fundamental
practices.

Hence, regulating AI will not be enough unless
complementary tools are present throughout the life-
cycle such as testing, documentation and assurance
practices, auditing, and cross-disciplinary training.
At the same time, the research unveiled novel policy-
making methods that can further bridge the opera-
tional gaps in the field such as the development of
regulatory sandboxes, policy-prototyping exercises,
AI harmonised standards, and accredited certifica-
tion. This research provides an overview of the cur-
rent gaps between auditing and governance measures
of AI through a series of interviews with experts
working ad researching at this intersection. If audit-
ing is to evolve into becoming a key mechanism for,
not only developing ethical and trustworthy develop-
ment of AI but also enabling legal compliance with
the upcoming regulation, it is important to under-
stand the operational gaps present at its intersection
with the conformity assessment requirements of the
upcoming legislation.

In order to address the aforementioned gaps, this
research outlines recommendations for policymakers
and practitioners that will enable further research in
the AI auditing and regulation ecosystems. These
include: 1) mandating audits through the entire life-
cycle, 2) including technical expertise in public in-
stitutions, and 3) developing the infrastructure and
tools for accredited certification and harmonised stan-
dards.
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A Methodology

A.1 Data Collection

In this paper, the method of theoretical sampling
has been selected. Theoretical sampling differs from
other approaches, because it requires the researcher
to look for potential interviewees who are required
to possess specific characteristics of interest for the
research [78]. To fulfil the objectives of this research,
interview candidates needed to be experts working
or researching in either academia, public institutions
or private companies at the intersection of internal
practices for compliance, auditing and regulation of
AI. This requirement is particularly important, to en-
able drawing the patterns and identifying the gaps
among the respondents. In particular, due to the
novelty of the research at this intersection of AI reg-
ulation and auditing, the “snowball” technique was
applied, to find more respondents through the social
connections of the interview candidates. Setting the
sample size to 7 individuals was a choice driven by
the principle of “saturation” [79], for which the size
of a sample can be viewed as satisfactory, once the
facts emerging from the interviews become repetitive
[79]. Furthermore, in order to safeguard the privacy
of the interview candidates, all respondents were
invited to sign a consent form before the interview,
which informed them about being recorded, the pur-
pose of the interview, and the use and transcription
of data.

A.2 Framework Analysis Steps

The qualitative analysis follows the framework
methodology, which consists of five steps: 1) data
familiarisation; (2) thematic framework identification;
(3) indexing; (4) charting; (5) mapping and interpre-
tation.

Step 1: Data Familiarisation After conducting the
interviews, the first step necessary is to identify the
major themes in the data, and the answers to the
research questions recurring through the data [69, 70,
73]. During this phase, the authors have to familiarise
with the transcripts of the interviews conducted, to
become aware of the recurring themes and to note
them.

Step 2: Framework Identification Once the authors
process the selected material, the key issues and re-
curring themes are identified, which will then enable
to examine and reference the data [69]. The second
phase consists of identifying the concepts that would
provide a structure, for the analysis and its interpre-
tation and builds on a combination of a-priori and
emergent concepts [69, 73]. The concepts and recur-

ring themes have to be ordered, in a way that enables
addressing the focus of the study, by dividing the
framework, into key themes (KT) and elaborating
the sub-themes (ST) [73]. The identification of the
framework, is not a mechanical process, but it re-
quires making judgements about the content of the
data, the relevance of certain themes, and making
sure that the research question is addressed[69]. The
framework is based on an iterative process and is
initially tested on, both the interview transcripts and
the literature review, then later, it is modified in the
analysis phase, to enable transitioning from straight-
forward descriptions to conceptual abstractions [69,
70].

Step 3: Indexing After identifying the framework
the next step is to link it systematically to all the
data [70]. This stage is facilitated by the use of the
software MAXQDA, in order to process the data
more efficiently. The indexing step is fundamental
to review the framework and understand whether
it applies to the whole data as well amending the
definitions of all key themes and sub-components
identified. In this phase, the key themes remained
the same, but the authors re-named them to provide
more clarity to the reader. For instance, Key Theme
1 changed from “Best practices” to “State of the art
and best practices”. The authors identified new sub-
themes, through the processing of the data, such as
ST 1.2 “Corporate Social Responsibility”, ST1.3 “Test-
ing” and other sub-themes have been deleted, due
to the lack of data explaining and analysing such
topic, such as ST 1.1 “Fairness”. In the processing
phase of Key Theme 2, new sub-themes emerged
such as ST 2.1 “Risk classification”, ST 2.3 “Risk of
becoming check-list regulation,” and ST 2.5 “Disad-
vantages for SMEs”. In Key Theme3. new topics
emerges such as, ST 3.3 “Assurance practices”, ST 3.5
“Cross-disciplinary training and collaboration”, ST
3.6 “Clarifying the terminology in the AI Act,” and
ST 3.7 “Tooling and systemic practices”. In conclu-
sions, for Key theme 4, the ST 4.4 “Whistle-blower
protection” emerged and ST 4.6 “Digital Hubs”.

Step 4: Charting The next step, for the framework
analysis, consists of ordering and abstracting the in-
dexed data to systematically proceed with its analysis
[71]. In this phase the authors create several charts,
summarising the study data [71]. The authors or-
ganised the data in a matrix form, using the rows
to delineate the key themes and sub-themes and the
columns to represent each interviewee response to
the theme. Because of the large volume of the data,
as the recordings consisted of 703 minutes, the data
had to be processed and inserted into the chart ac-
cording to the themes and sub-themes identifies in
the indexing phase. This phase was also supported
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Figure 1: Own Representation of the Index

by the use of the tool MAXQDA, which generated a
“quote matrix”, containing all the data for the chart-
ing. Nonetheless, the authors had to clean the data
and make it more readable, by breaking it down
into sub-charts, one for each key theme. The sum-
maries are represented in two-dimensional ((number
of interviews=10)*(number of sub-themes)) matrices.
To every cell, a code is assigned, such as ( A 11, B
11), representing what a specific experts said about a
sub-theme.

Step 5: Mapping and Interpretation The final step
of the framework analysis consists in interpreting the
key lessons and themes of the earlier phases [69, 73].

Emergent themes and topics, patterns and asso-
ciations are usually noted already, in the indexing
and charting phase of the analysis [80]. Therefore,
this final phase enables to systematically address the
key objective of the qualitative analysis [80]. The
analysis proceeds with defining key concepts and
providing explanations through the in-depth analysis
and interpretation of the data. There are multiple
ways to display the results of the mapping and in-
terpretation phase, such as explaining attitudes and
experiences, creating typologies or identifying the
key patterns and concepts of a particular phenom-
ena [69, 73, 72]. The authors choose to identify and
describe the key themes that emerged with their re-
spective sub-themes.

B Interview guideline

Hereby attached is the excerpt of the interview guide-
line. The purpose of the guideline is to guide the

author and the experts on the topics covered and
investigated. The interview questions are not shared
with the interviewees before the interview.

Section 1: Exploring the interviewee role in the
field of AI Ethics

1.1 Please describe your role and work within
your organisation or institution.

1.2 How are you addressing the field of AI
auditing and/or law compliance within the
domain of your organisation or institution?

1.3 What are the current issues in the field of
AI ethics on which you are focusing and
which practices are you exploring within
your role?

Section 2: Understanding the interviewees
work in actionable measures for ethical AI

2.1 Which areas of the research of the field of
AI ethics do you focus on and what are the
most promising future directions?

2.2 What do you think the AI ethics debate is
missing and needs to address urgently?

2.3 How are companies attempting to assess
the impact of the AI systems they develop
and deploy?

2.4 Within your domain, are you aware if com-
panies are adopting or developing internal
auditing practices?

2.5 If not, why? Is auditing even considered by
the management teams and what are the
barriers that prevent such work?

2.6 If you are not aware of any methods and
tools, which areas of the research of the
field of AI do you focus on and what are
the most promising future directions?

2.7 Let me give you some example practices, do
you know about them (data-sheets, model
cards, factsheets) do you have any experi-
ence with them? Why do you think one is
more helpful than the other?

• If not, why? Do you have any plans
to adopt them in the future? Is there
any discussion on adopting any in the
future? If yes, which one?

• If yes, how do you document the find-
ings? Who has access to this? Can I
also get access?

Section 3: Understanding the interviewees
opinion on the best practices in the field of
auditing in light of the compliance with the
upcoming regulation
The European Commission is working on the AI
Act, which is expected to be enforced in a couple
of years
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3.1 Does your organisation or institution follow
the latest policy development in the EU or
globally?

3.2 If yes, how are you working in understand-
ing how to operationalize the conformity
assessment requirements?
If not, why? Do you believe that your com-
pany will not be affected?

3.3 How do you see the AI Act contributing to
the field of AI ethics?

3.4 Many believe that the AI Act is hard to im-
plement, that operational guidance is lack-
ing, what do you think?

3.5 What can be done to make the AI Act more
operational? Which tools or methods do

you think are needed to help understand
which actions can enable compliance with
the law ?

3.6 If you are not aware of any practice that
seems promising, what do you think it is
necessary to adopt in light of the regulatory
requirements?

3.7 What are the shortcomings of the AI Act in
your opinion?

3.8 Within your role, how aware are companies
about the upcoming AI regulation?

3.9 How is your role contributing to address
such gap?

3.10 What expertise is missing in the field and
how do you think that can be addressed?
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